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Controversial Use of Copyrighted Content in LLMs
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LLM can be stolen by attackers
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LLM API

distillation

extracted 

model



■ Whether LLM generated content is protected under 

copyright law

◻ it is a legal issue 

◻ varies across countries
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This part will not discuss



■ Detecting copyrighted content in LLM training

■ Protecting LLM APIs against Model Extraction Attack
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Topics in This Part



■ A language model is likely to identify verbatim passages

from its training data
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DE-COP: Intuition of Detecting Training Data

Duarte, Zhao, Oliveira, Li. DE-COP: Detecting Copyrighted Content in Language Models Training Data. ICML 2024



A. Bilbo was extraordinarily wealthy and odd

B. Bilbo was extraordinarily affluent and strange

C. Bilbo had a lot of money but was eccentric

D. Bilbo was very rich and very peculiar 

Which is verbatim from Lord of Ring?

LLM is more likely to pick the correct verbatim 

text if it is included in its training data

Duarte, Zhao, Oliveira, Li. DE-COP: Detecting Copyrighted Content in Language Models Training Data. ICML 2024



DE-COP
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■ A non-training text likely to contain tokens with low 

probability (as calculated by LLM)

Min-K% Prob: Intuition

Shi et al. Detecting Pretraining Data from Large Language Models. ICLR 2024. 



“The 15th Miss Universe pageant was held at Royal 

Paragon Hall.”

(not in training)

LLM: oh, surprise to see “Royal”…

Min-K% Prob: Surprise tokens by LLM

Shi et al. Detecting Pretraining Data from Large Language Models. ICLR 2024. 



Min-K% Prob

Shi et al. Detecting Pretraining Data from Large Language Models. ICLR 2024. 



■ BookTection: 165 Books.
o 60 published in 2023 (Definitively non-training)

o 105 published before 2022 (Possible in training)

o ≈30 passages extracted from each book.

o Each passage is paraphrased 3 times with Claude 2.0
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Dataset for copyright content detection

Duarte, Zhao, Oliveira, Li. DE-COP: Detecting Copyrighted Content in Language Models Training Data. ICML 2024



Detection Results: BookTection-128 

on closed Models
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• DE-COP seems better suited for fully-black box models.
−Best baseline method only reaches 35% accuracy on average.

• Completion (Prefix-probing) is a harder task than MCQA.
• Name Cloze establishes a mid-point between the two.

Accuracy (Suspect Group) ChatGPT Claude 2.1 Avg.

Completion (𝑘 = 32) 0.014 0.079 0.047

Completion (𝑘 = 50) 0.007 0.036 0.022

Name Cloze 0.310 0.387 0.348

DE-COP 0.720 0.734 0.727

Duarte, Zhao, Oliveira, Li. DE-COP: Detecting Copyrighted Content in Language Models Training Data. ICML 2024



Detection Results: BookTection-128 

on Open Models
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■ DE-COP beats, on average, every baseline.

Measure = (AUC) Mistral 7B Mixtral 8x7B LLaMA-2 13B LLaMA-2 70B GPT-3 Avg.

Perplexity 0.7240.0192 0.8290.0142 0.7830.0226 0.8920.0287 0.8740.0302 0.820

Zlib 0.5990.0300 0.6900.0315 0.6300.0441 0.7470.0285 0.7790.0253 0.689

Lowercase 0.8460.0294 0.8890.0166 0.8800.0270 0.9270.0240 𝟎. 𝟗𝟓𝟕0.0194 0.900

Min-K%-Prob 0.7630.0211 0.8440.0126 0.7980.0153 0.8950.0147 0.8980.0276 0.840

DE-COP 𝟎. 𝟗𝟎𝟏0.0139 𝟎. 𝟗𝟔𝟖0.0150 𝟎. 𝟗𝟎𝟎0.0134 𝟎. 𝟗𝟕𝟐0.0085 0.8630.0306 𝟎. 𝟗𝟐𝟏

• DE-COP average AUC score of 0.921, is a 9.6% improvement
over the recent work of Min-K%-Prob.

Duarte, Zhao, Oliveira, Li. DE-COP: Detecting Copyrighted Content in Language Models Training Data. ICML 2024



■ DE-COP proves to be an effective detection method. [Duarte 
et al, ICML 2024]
o Multichoice Question Answering to pick verbatim text
o works for both closed/open models

■ Min-K% Prob [Shi et al, ICLR 2024]
o Threshold on token probabilities with  least probably generated 

tokens in sample
o Only apply to models with probability

■ BookTection: A suitable copyright detection benchmark 
o Poor performance of human evaluators in the book task supports 

our view that the models’ high accuracy on the is a consequence of 
being trained on these contents. 
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Summary of Detecting Copyrighted Content



■ Detecting copyrighted content in LLM training

■ Protecting LLM APIs against Model Extraction Attack
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Topics in This Part



Extract the model information by querying the 

model in a black-box setting
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Model Stealing/Extraction Attack

Query (raw 

prompt)

Train

Extracted Model 

Generated Text Adversary

Victim Model API



Protect LLMs from Being Stolen via Distillation

Query

Train

Extracted Model 

Generated Text Adversary

Victim Model API

Watermarked 

response

Sinusoidal Signal 

X. Zhao, L. Li, YX Wang. Distillation-Resistant Watermarking for Model Protection. EMNLP-findings 2022.

X. Zhao, YX Wang, L. Li. Protecting Language Generation Models via Invisible Watermarking. ICML 2023.19
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Watermarking BERT Models

Victim Model API

Watermark

Victim Model 

Key

Original output of the

“positive” class (P=0.9)

E.g. Watermarked output of

the “positive” class (P=0.85)

Victim Model 

+

Santa Barbara has nice weather.

hashing

Xuandong Zhao, Lei Li, Yuxiang Wang. Distillation-Resistant Watermarking for Model Protection. EMNLP-finding 2022.

hashing
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Watermarking based on a secret key

Key

Target class

Angular frequency

Phase vector

Selection vector

Random token matrix

Xuandong Zhao, Lei Li, Yuxiang Wang. Distillation-Resistant Watermarking for Model Protection. EMNLP-finding 2022.



■ Periodic signal function based on Key

■ Apply watermark to token probability
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Watermarking the Victim Model

Xuandong Zhao, Lei Li, Yuxiang Wang. Distillation-Resistant Watermarking for Model Protection. EMNLP-finding 2022.



What about GPT (generative LLM)?



Step 0:
Random split

Hash function

Vocabulary
Santa

Barbara
has
nice

weather
beach
eyes

Group G1
Santa

weather
eyes

Group G2
Barbara

has
beach

weather
beach
snow
eyes

Orig. prob. 𝑃

Step 1:
Compute LM prob.

“Santa Barbara has nice ___”

Design a hash function 𝑔(⋅) that 
uniformly maps each token to 
[0, 1]

Step 2:
Using the hashed values, compute a 
secret sinusoidal watermark signal for 
each token.

Step 3: Apply watermark by modifying 
token probabilities.

for each token in G1 for each token in G2

New G1 prob.

Original G1 prob. Step 4:
Generate with
new prob.



Watermarking Detection by Probing
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Probing 
Dataset

The suspect model extracted 
the victim model!

Suspect Model Key

Query

Lomb-Scargle periodogram method (Scargle, 1982)

Xuandong Zhao, Lei Li, Yuxiang Wang. Distillation-Resistant Watermarking for Model Protection. EMNLP-finding 2022.

Xuandong Zhao, Yuxiang Wang, Lei Li. Protecting Language Generation Models via Invisible Watermarking. ICML 2023.



27Xuandong Zhao, Yuxiang Wang, Lei Li. Protecting Language Generation Models via Invisible Watermarking. ICML 2023.

The peak in signal 

correctly identifies 

“copied” model 

No peak in signal. 

Not “copied”



■ Pick a watermark word dictionary (secret)

■ For each (frequent) word in generated text, replace it with 

their synonyms in watermark 

■ This procedure can be further optimized by solving a 

linear-quadratic programming

CATER: Watermarking using synonym

He et al. Protecting Intellectual Property of Language Generation APIs with Lexical Watermark, AAAI 2022.

He et al. CATER: Intellectual Property Protection on Text Generation APIs via Conditional Watermarks. NeurIPS 2022. 



Evaluating Model Extraction Detection
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Xuandong Zhao, Yuxiang Wang, Lei Li. Protecting Language Generation Models via Invisible Watermarking. ICML 2023.



■ DRW [Zhao et al EMNLP 2022] and GINSEW [Zhao et 

al, ICML 2023]

o watermarking the model probability using sinusoidal signals

■ CATER [He et al, Neurips 2022]

o watermarking by synonym substitute conditioned on linguistic 

features

Summary of Protecting Model Copyright



1. Duarte et al. DE-COP: Detecting Copyrighted Content in 

Language Models Training Data. ICML 2024

2. Shi et al. Detecting Pretraining Data from Large Language 

Models. ICLR 2024. 

3. Zhao et al. Protecting Language Generation Models via Invisible 

Watermarking. ICML 2023.

4. Zhao et al. Distillation-Resistant Watermarking for Model 

Protection. EMNLP-finding 2022.

5. He et al. Protecting Intellectual Property of Language 

Generation APIs with Lexical Watermark, AAAI 2022.

6. He et al. CATER: Intellectual Property Protection on Text 

Generation APIs via Conditional Watermarks. NeurIPS 2022. 
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