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Controversial Use of Copyrighted Content in LLMS

Che New Aork Times

The Times Sues OpenAl and Microsoft
Over A.I. Use of Copyrighted Work

Millions of articles from The New York Times were used to train

chatbots that now compete with it, the lawsuit said.

‘Impossible’ to create Al tools like
ChatGPT without copyrighted material,

OpenAlsays

Pressure grows on artificial intelligence firms over the content
used to train their products
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MACHINE LEARNING

George R.R. Martin And

OpenAl For Copyright
Infringement

Antonio Pequeiio IV Forbes Staff

I cover breaking news.

Other Big-Name Authors Sue




LLM can be stolen by attackers

extracted
model

R
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LLM AP —

distillation —




This part will not discuss

« Whether LLM generated content is protected under
copyright law
it Is a legal issue
varies across countries



Topics in This Part

==) . Detecting copyrighted content in LLM training

= Protecting LLM APIs against Model Extraction Attack



DE-COP: Intuition of Detecting Training Data (J

= A language model is likely to identify verbatim passages
from its training data

Duarte, Zhao, Oliveira, Li. DE-COP: Detecting Copyrighted Content in Language Models Training Data. ICML 2024 6



Which is verbatim from Lord of Ring?

. Bilbo was extraordinarily wealthy and odd

LLM is more likely to pick the correct verbatim
text if it is included In its training data

o. Bilbo was very rich and very peculiar /

Duarte, Zhao, Oliveira, Li. DE-COP: Detecting Copyrighted Content in Language Models Training Data. ICML 2024



DE-COP

Paraphrase Generation with Claude

Build Recent Books QA Dataset

Baseline Performance

R~ S gp— ~a on Clean Data
[ N\ Original Passage [ A A A N 4
Extract Passages | Bilbo was very rich and very | I :
I peculiar and <...> | I I
I L 1=
— P1. Bilbo was extraordinarily I'— : I
: N wealthy and odd <...> : : : I ChatGPT
P2. Bilbo was extraordinarily [
I | A A A A
Recent Books I affluent and peculiar <...> I : : Which Passage is True
|‘ P3. Bilbo was extraordinarily ll [ [ Verbatim from
o wealthy and eccentric <...> R4 \\._ - ? | The Lord of The Rings?
------------- ‘ 1000/0 A ’-------------\
[ 1. Extract Passages Y 3 80w Il Large A? !
: 2. Generate Paraphrases :—»2 60% I — | | !
. O 40% 1 I
Suspect Book ‘\zt Evffiti _______ R 0% v InPretraining Data

Suspect Book Baseline Clean Data

Duarte, Zhao, Oliveira, Li. DE-COP: Detecting Copyrighted Content in Language Models Training Data. ICML 2024 8




Min-K% Prob: Intuition

= A non-training text likely to contain tokens with low
probability (as calculated by LLM)

Shi et al. Detecting Pretraining Data from Large Language Models. ICLR 2024.



Min-K% Prob: Surprise tokens by LLM

“The 15t Miss Universe pageant was held at Royal
Paragon Hall.”

(not In training)

LLM: oh, surprise to see "Royal”...

Shi et al. Detecting Pretraining Data from Large Language Models. ICLR 2024.



Min-K% Prob
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Text X: the 15th Miss Universe Thailand pageant was held at Royal Paragon Hall

-e>hm;:
GPT-3
Hall

(a) get token prob

Min-K% Prob il

|

= %Z logp(x;| -)

Token Prob
| the
:Royal
Miss
>
15
Universe
0 0.075 0.15 0.225 0.3

‘---

.Q--

x;€{the,Royal,Miss,15}

0 0.0750.150.225 0.3

(b)select min K% tokens (c) average log-likelihood

Shi et al. Detecting Pretraining Data from Large Language Models. ICLR 2024.



Dataset for copyright content detection

« BookTection: 165 Books.

> 60 published in 2023 (Definitively non-training)

- 105 published before 2022 (Possible in training)

» =30 passages extracted from each book.

- Each passage is paraphrased 3 times with Claude 2.0

Duarte, Zhao, Oliveira, Li. DE-COP: Detecting Copyrighted Content in Language Models Training Data. ICML 2024 12



Detection Results: BookTection-123

-onclosed-Models

Accuracy (Suspect Group) ChatGPT Claude2.1  Avg. 101 Fopk: The Hobit
0.8
Completion (k = 32) 0.014 0.079  0.047
5.0.6
Completion (k = 50) 0.007 0.036  0.022
< 0.4;
Name Cloze 0.310 0.387 0.348 o
DE-COP 0'720 0'734 0'727 (ONOE Average Value =0.3733 Average Value

Recent Books Suspect Books

« Completion (Prefix-probing) is a harder task than MCQA.
« Name Cloze establishes a mid-point between the two.

« DE-COP seems better suited for fully-black box models.

—Best baseline method only reaches 35% accuracy on average. 13
Duarte, Zhao, Oliveira, Li. DE-COP: Detecting Copyrighted Content in Language Models Training Data. ICML 2024



Detection Results: BookTection-123
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-on-Open-Models

Measure = (AUC)  Mistral 7B Mixtral 8x7B LLaMA-213B LLaMA-2 70B GPT-3 Avg.
Perplexity 0.72400102  0.829¢ 0142 0.7830.0226 0.89200287  0.8740.0302 0.820
Zlib 0.59900300  0.6900 0315 0.6300 0441 0.747 0285 0.7790.0253 0.689
Lowercase 0.8460 0202  0.8890.0166 0.8804 0270 092700240  0.95750104  0.900
Min-K%-Prob  0.763p0,11  0.844¢ 0106 0.798, 0153 0.89550147  0.898p077¢  0.840
DE-COP 0.90150139 0.968¢ 150 0.900¢ 0134 0.972¢0085  0.863¢.0306 0.921

DE-COP beats, on average, every baseline.

« DE-COP average AUC score of 0.92], is a 9.6% improvement

over the recent work of Min-K%-Prob.

Duarte, Zhao, Oliveira, Li. DE-COP: Detecting Copyrighted Content in Language Models Training Data. ICML 2024

14



Summary of Detecting Copyrighted Content (J

« DE-COP proves to be an effective detection method. [Duarte
et al, ICML 2024]
- Multichoice Question Answering to pick verbatim text
- works for both closed/open models

« Min-K% Prob [Shi et al, ICLR 2024]

- Threshold on token probabilities with least probably generated
tokens in sample

o Only apply to models with probability

« BookTection: A suitable copyright detection benchmark

- Poor performance of human evaluators in the book task supports
our view that the models’ high accuracy on the is a consequence of
being trained on these contents.

16



Topics in This Part

« Detecting copyrighted content in LLM training

m=) . Protecting LLM APIs against Model Extraction Attack

17



Model Stealing/Extraction Attack

Extract the model information by querying the
model in a black-box setting
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Victim Model API . Query Extracted Model
A
/ 8 \ ‘ “ A2
I Train e -‘,:p
e E z—“’ ’~,

Watermarked
response

= —
(@ 1) Adversary

:|Generated Text

llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll

Sinusoidal Signal AN

X. Zhao, L. Li, YX Wang. Distillation-Resistant Watermarking for Model Protection. EMNLP-findings 2022.
X. Zhao, YX Wang, L. Li. Protecting Language Generation Models via Invisible Watermarking. ICML 2023.
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Watermarking BERT Models

r1 Santa Barbara has nice weather.

yer| Original output of the
“positive” class (P=0.9)

Victim |V|0d9|/ 7 2 hashing
Vel E.g. Watermarked output of
m T/\/\ the “positive” class (P=0.85)
_ Victim Model 4 Key m J»hashing

Victim Model API
DRW

Xuandong Zhao, Lei Li, Yuxiang Wang. Distillation-Resistant Watermarking for Model Protection. EMNLP-fid8ling 2022.



ce€{l,...,m} Targetclass M € RIPIX™  Random token matrix

Jw € R Angular frequency

v € R"™ Phase vector
v, € R" Selection vector

Xuandong Zhao, Lei Li, Yuxiang Wang. Distillation-Resistant Watermarking for Model Protection. EMNLP-fidtling 2022.



Watermarking the Victim Model

« Periodic signal function based on Key

" cos (fug(x)), c=c

Ze(2) = i cos (fwg(x) +m), c#c"

« Apply watermark to token probability

Pcte(l4+z.(x)) ¢ — ot
~ 14+2¢ ?
Ye — A e(l4ze(x))
Pc m—1 c # o
142¢ ?

DRW

Xuandong Zhao, Lei Li, Yuxiang Wang. Distillation-Resistant Watermarking for Model Protection. EMNLP-finding 202%



What about GPT (generative LLM)?




Vocabulary Step O:
Santa Random split
Barbara
h.as Hash function
nice
weather
beach
yes (Orig. prob. P
weather —3 ‘
beach F—4
SNOW ]
eyes =
\_ y,
Step 1:
Compute LM prob.

vk

r ~

“Santa Barbara has nice ”

Group G1
Santa Barbara
weather has [0, 1]
eyes beach '

4 _ )
Step 3: Apply watermark by modifying
token probabilities.

Original G1 prob. Q6, = D icg, Pi>
New G1 prob. Qg, = 9ertslt=(@)
for each}?oken in G1| | for each tgken in G
Pz‘<—Qgi ‘ Pi P¢<—Q§2 - Pi
> ~/
(Step 2: h

Using the hashed values, compute a
secret sinusoidal watermark signal for

each token.z; (x) = cos (f,g(x))

zo(x) = cos (fug(x) + ’71'))

_ Design a hash function g(-) that

uniformly maps each token to

—)

Step 4:
Generate with
new prob.

leu

GINSEW
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Probing

Dataset

,(._}

Ty
Suspect Model

Query @<~ 5 AT
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~

The suspect model extracted
the victim model!

J

Lomb-Scargle periodogram method (Scargle, 1982)

Xuandong Zhao, Lei Li, Yuxiang Wang. Distillation-Resistant Watermarking for Model Protection. EMNLP- flndlng 2(
Xuandong Zhao. Yuxiana Wana. Lei Li. Protecting Lanauaage Generation Models via Invisible Watermarkinag. ICML
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== Extracted Model
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0.4 - :
0.2 - .
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uandong Zhao, Yuxiang Wang, Lei Li. Protecting Language Generation Models via Invisible Watermarking,; ICML 2023.

No peak In signal.
Not “copied”

The peak in signal
correctly identifies
“copied” model



CATER: Watermarking using synonym

« Pick a watermark word dictionary (secret)

« For each (frequent) word in generated text, replace it with
their synonyms in watermark

= This procedure can be further optimized by solving a
linear-quadratic programming

mp%fn (We - Xe)f(We - Xe) - ETr((W - X)'(W - X))

S.t. XT y llw(e‘,)l = ].|(;|,| X € {0, ]-}|W(i)|><|C\

He et al. Protecting Intellectual Property of Language Generation APIs with Lexical Watermark, AAAI 2022.
He et al. CATER: Intellectual Property Protection on Text Generation APIs via Conditional Watermarks. NeurlPS 2022.



Evaluating Model Extraction Detection
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Detect mAP

- Original Model
I Heetal. 2021

. CATER
B GINSEW

Xuandong Zhao, Yuxiang Wang, Lei Li. Protecting Language Generation Models via Invisible Watermarking. ICML 2023



Summary of Protecting Model Copyright

« DRW [Zhao et al EMNLP 2022] and GINSEW [Zhao et
al, ICML 2023]
- watermarking the model probability using sinusoidal signals

« CATER [He et al, Neurips 2022]

- watermarking by synonym substitute conditioned on linguistic
features
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